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About Socitm
Socitm is the professional network for nearly 6,000 digital leaders involved in the transformation of local, regional and national public services.  

Almost 70% of UK local authorities are members of Socitm. Members within these councils account for more than 80% of our overall membership. The remaining membership come from central government, NHS, higher education, blue light, housing and third sector.  

Established as an organisation for local government since 1986, Socitm’s services are designed for use throughout the wider public services market.    
Why this matters
Every council or NHS organisation relies on dozens, sometimes hundreds, of software applications. Each department, whether it’s housing, finance, social care, GP practices, or hospitals, has its own systems. These systems were often bought or built years ago to solve very specific problems, like issuing council tax bills or managing radiology reports.

The result? A patchwork of systems that don’t talk to each other easily. Each has its own way of storing information, like every office in your organisation keeping its own separate address book for the same citizens or patients. When you try to bring these together, the names don’t match, addresses are out of date, and duplication is everywhere.

These applications are not only siloed, but also built for a single purpose. A housing system managed housing, a radiology system managed images, and each was locked to its narrow function. If you need to do something new, you usually must buy or build another whole system. The only way to make them share is to build expensive integration “bridges” between them which are slow, costly, and brittle. Creating a single, reliable view of a person, whether as a resident, tenant, or patient, is a never-ending, expensive task and developing personalised services to meet individual patient or citizen needs almost impossible.

But things are changing. In the new world of composable, cloud native, applications, services are built more like Lego bricks: reusable, standardised, and designed to fit together. Instead of one big, single-purpose system, you can combine multiple smaller components to deliver different outcomes, more efficiently, and without starting from scratch each time. This makes applications far more adaptable to change and enables them to be composed in ways that meet more personal and individual needs, whether that’s for a citizen or an internal user. This paradigm has been prevalent across many other industries for years e.g. Retail, Banking, Travel and came about through the digital disruption of those industries.

The skills and capabilities necessary to build and deliver these types of capabilities were hard to recruit and expensive. However, in 2025, with the advent of AI agents, more sophisticated Application Composition Platforms, “marketplaces” providing reusable services and modern Low Code methods supported by a new set of technology partners in the public sector space this area is now accessible and deliverable in the relatively low skill, low pay public sector. 
In the same way as other industries were disrupted. The current model of local public service delivery in local government, the NHS and other agencies prevalent across most of the UK is not fit for purpose to meet the exponential demand and increased complexity of needs. The new ecosystem model of local government, being developed and live in some places today, requires the paradigm shift in Application and Data strategies and approaches seen in other industries. 

Digital is about how we use information and technology across the whole system to change the business model. We cannot survive remaining in the inwardly focused IT space.
Old world vs new world
Old world (legacy applications and integration)
· Departmental silos: Each service or hospital department runs its own application.
· Data silos: Each app stores its own version of citizen/patient data.
· Integration as translation: Expensive, bespoke 'translators' built between systems.
· Inconsistent data: No single view of a citizen/patient; lots of duplication.
· Citizen experience: People must repeat the same information to housing, social care, GP, hospital.

Analogy: It’s like every shop on the high street only accepting its own currency. To shop around, you’d have to keep changing money, losing time and accuracy along the way.
New world (composable applications and data integration)
· Reusable, Lego-like apps: Built from smaller, standard components.
· APIs as plug sockets: Standard connectors allow systems to share information.
· Shared data models: Everyone agrees on what 'address' or 'patient ID' means.
· Event-driven updates: If a citizen changes address, all systems are updated automatically.
· Single view achievable: Staff see one consistent record, not five conflicting ones.
· Continuous integration, delivery and deployment practices make software delivery faster, safer and more reliable.

Analogy: Instead of separate address books, everyone uses a shared contacts list. If someone updates their phone number, it’s updated for everyone at once.

Table 1 below documents this transition:

	Legacy world
	Future world

	Citizen / staff experience: disjointed portals, forms and interfaces to individual systems
	Citizen / staff experience: digital portals, AI assistants, low/no-code apps for seamless interactions

	Departmental applications: monolithic, bespoke or heavily customised silos
	Service orchestration: workflow automation, API gateways, container orchestration


	Data silos: each system with its own propriety data model; duplication 
	Composable services: reusable services e.g. payments, scheduling, case management 

	Integration: point-to-point connections, brittle, costly, complex

	Data and integration spine: open standards, event=driven flow, strong data governance 

	On-premises infrastructure: vendor-driven upgrade cycles
	Cloud and infrastructure: resilient hosting, scalability, security 


The characteristics of a cloud-native, composable application environment
This section provides a high-level explanation of the different characteristics of cloud-native composable application environments:
Microservices
· Applications are broken into small, independent services, each responsible for one thing.
· They can be developed, deployed, and scaled separately without affecting the whole system.

Analogy: Like a team of food trucks instead of one giant restaurant — each can move, change menus, or serve customers independently.
Containerised
· Each microservice runs in a lightweight, isolated “container” with everything it needs to function.
· Containers can be run anywhere — on a laptop, in a data centre, or in the cloud — and will behave the same way.

Analogy: Like a shipping container — the contents can be anything, but the outside is standardised so it can be shipped anywhere.
API-driven
· Services talk to each other using Application Programming Interfaces (APIs), which are standard, documented ways of sharing data.
· This enables interoperability between different systems and makes automation easier.

Analogy: Like electrical plugs and sockets, different appliances work together because the connection standard is the same.
Declarative and open APIs
· Declarative APIs let you tell the system what outcome you want (e.g. “deploy this service with 3 copies”) instead of instructing it step by step : the platform figures out how to achieve it.
· Open APIs ensure those instructions are standardised and accessible, so any service can interact with the platform in a predictable way, enabling automation and interoperability.

Analogy: Like ordering at a restaurant : you say “I’d like a pizza” (the outcome), not “turn on the oven, mix the dough, chop the tomatoes” (the steps). The kitchen (platform) handles the details.
Event channels
· An event channel is a communication pathway where systems publish and subscribe to events (e.g. “a patient discharged” or “a housing application submitted”).
· They decouple producers and consumers: the system raising the event doesn’t need to know which other systems will react, making integration flexible and scalable.

Analogy: Like a radio station broadcasting on a frequency — anyone tuned in hears the message instantly, without the broadcaster needing to know who’s listening.
Dynamic orchestration
· Containers and workloads are automatically managed by tools like Kubernetes.
· They can be started, stopped, moved, or scaled automatically to keep everything efficient and resilient.

Analogy: Like an air traffic control system constantly directing planes to the safest and most efficient runways.
Elastic scalability
· Applications can automatically scale up when demand is high and scale down when demand is low.
· This avoids wasted resources and ensures consistent performance.

Analogy: Like a concert venue with movable walls — the space grows when the crowd is big and shrinks when it’s small.
Resilient by design
· Services are built to keep running even if one part fails.
· They use redundancy and self-healing to recover without downtime.

Analogy: Like Christmas tree lights wired in parallel — if one bulb goes out, the others keep shining.
Automated deployment
· New features and fixes are automatically tested and released using pipelines.
· This allows rapid, safe, and frequent updates without long downtime.

Analogy: Like a vending machine restocking itself whenever an item runs low, instead of waiting for a manual refill.
CI/CD (continuous integration / continuous delivery)
· Every time new code is written, it’s automatically built, tested, and made ready for release.
· Users see improvements faster and errors are caught earlier.

Analogy: Like an automated assembly line — each new part added is tested and fitted before the car rolls out.
Observable
· Built-in monitoring, logging, and tracing across the system.
· Helps teams see what’s happening in real time and diagnose issues quickly.

Analogy: Like having a car dashboard with speedometer, fuel gauge, and warning lights — you know instantly if something’s wrong.
Loosely coupled composable services
· Services are built as independent components that only connect through clear interfaces (usually APIs), so they don’t depend on the inner workings of each other.
· This makes the system more adaptable, you can change, replace, or scale one service without breaking the others, creating resilience and agility.

Analogy: Like Lego blocks joined at the studs : each block keeps its own shape, but can be easily combined or swapped to build something new.
AI-Driven composition (agentic composition)
· AI agents can take a high-level goal (e.g. “build a case-triage service in social care”) and automatically select, configure, and connect reusable components like APIs, microservices, and event channels to deliver it.
· Early frameworks such as AgentMesh and AutoGen show how multiple agents (planner, coder, tester, orchestrator) can collaborate to generate and integrate microservices into a working application.

Analogy: Like an orchestra conductor who doesn’t play the instruments but brings them together to perform a piece:  the musicians are the microservices, and the AI agent ensures they work in harmony to deliver the outcome.
Marketplaces in cloud-native composable application environments
· Marketplaces act as curated platforms where organisations can discover, deploy, and manage mini apps or reusable application components, ensuring they meet agreed governance, security, and compliance standards.
· They enhance integration and user experience by providing a single catalogue of components — such as identity, payments, or scheduling — that can be easily combined within a larger “super app” ecosystem.
· Example: A local government or NHS marketplace might offer approved components like address lookup (UPRN), benefits calculators, patient messaging, or appointment booking modules, ready to be reused across councils, trusts, and partners.

Analogy: Like an app store for Lego blocks — you know each block is safe, standardised, and compatible, and you can pick and combine the ones you need to build new services quickly.
Application composition platforms in cloud-native composable application environments
· These platforms provide the tools to assemble applications from modular components or mini apps, each of which can be developed, deployed, and updated independently without disrupting the whole system.
· They offer strong integration capabilities: robust APIs and connectors ensure modules can talk to each other seamlessly inside the cloud-native ecosystem.
· Many support low-code/no-code development, enabling business users as well as developers to co-create applications quickly.
· Built-in governance and security controls manage access, permissions, and compliance across all mini apps.
· Example: A council or NHS trust could use an application composition platform to quickly assemble a citizen or patient-facing portal, combining reusable modules like authentication, payments, case tracking, and messaging into a single application.

Analogy: Like a modular kitchen system: cupboards, drawers, appliances, and counters can be chosen, fitted, and swapped independently, but the platform ensures they all connect into one seamless, functional kitchen
The 80/20 rule of composability
· Around 80% of a new service can be built using existing, reusable components such as identity, payments, scheduling, or document storage.
· Only 20% needs to be custom-built to meet the specific need.

Analogy: Like making a new recipe: most of the ingredients are staples already in the cupboard; you only buy one or two extras.
Why this change is achievable now
In the past, systems were like castles surrounded by moats: self-contained, difficult to access, and with data locked inside. Unfortunately, many of the systems still used across local government and the NHS work this way today.

Modern systems, though still too rare in the public sector, are built for connection and sharing. They come with doors and windows already in place, in the form of APIs and event channels. Instead of spending huge sums building fragile bridges between isolated castles, we can now create connected towns, where people and information flow more freely.

With cloud computing, we no longer need to own and manage all the infrastructure ourselves, and with AI agents, we can compose applications and clean data more quickly, reducing the reliance on scarce specialist skills and opening the door to faster innovation.
What local public service leaders need to do now
1. Build knowledge and understanding
· Business Leaders: Develop an understanding of business capability modelling, mapping what the organisation does, not just the systems it uses. This helps identify which shared, reusable digital components are needed to support and automate capabilities.
· Digital & IT Leaders: Deepen expertise in cloud-native, composable architectures: microservices, APIs, containers, event-driven integration and how these make applications more flexible, reusable, and scalable. (See section above)
· Both: Adopt product management thinking: treating applications and data as products that evolve continuously with citizen, patient, and organisational needs, not one-off projects that end at go-live.
2. Modernise the DDaT operating model
Moving to a composable, cloud-native future is not just a technical shift it demands a change across the whole operating model of Digital, Data and Technology:

· Financial management: move from big, one-off project funding to iterative, outcome-focused “agile business cases.”
· Procurement: favour modular, API-first, standards-compliant solutions over monolithic systems.
· Talent management: grow skills in cloud-native engineering, DevOps, Basic Business Architecture and product management while attracting new talent.
· Governance: focus oversight on capabilities and outcomes, not siloed systems.
· KPIs and measures: shift from project milestones and system uptime to measures of adoption, reuse, and citizen/patient outcomes.
· Ways of working: embed fusion teams, blending service experts, data specialists, and engineers to co-create solutions around capabilities.
· Tools and automation: adopt modern platforms for continuous integration, monitoring, and collaboration.
3. Rethink supplier and partnering approaches
Augment, don’t outsource: Bring in private-sector partners to supply scarce skills (cloud engineering, DevOps, integration, data standards, product management), while keeping strategy and accountability inside.
· Work while you learn: Use partners to deliver value quickly while upskilling your own teams for long-term sustainability.
· Choose interoperability champions: Select suppliers, if you can, who commit to open standards, APIs, and modular components, not those who lock data or enforce monoliths.
· Build shared platforms: Work regionally across local government and the NHS to develop common capabilities (e.g. citizen portals, data platforms), reducing duplication and creating scale.
· You are not alone: Link with peers across the public sector, councils, NHS, police, and community organisations to share the load, learn together, and support each other. Use Socitm to convene these sessions and connect into central government capabilities, including the Government Digital Service (GDS).
· Ecosystem not contracts: Move from “supplier management” to ecosystem orchestration a balanced mix of SMEs, hyperscalers, and engineering firms, aligned to your shared architectural vision.

Analogy: Think of partners as scaffolding vital to get the structure in place quickly and safely, but gradually removed as your own organisation becomes stronger.
Conclusions
The legacy world has made integration a never-ending, expensive challenge, locking data into silos and forcing organisations to build fragile, costly bridges between systems.
The future world is designed differently: composable, cloud-native, and data-first. Integration becomes easier, cheaper, and more reliable by design.
This transition may seem daunting. Incumbent vendors supplying legacy systems, often struggling with the skills and capabilities to adapt themselves, will fear losing long-standing income streams and may fight to sustain outdated models. Mega-vendors such as Microsoft, Google, and Amazon will push organisations towards their cloud-native platforms, tools and support services, raising the risk of new lock-in. Some staff may not yet have the capabilities or mindset needed for modern delivery methods and approaches. Yet the future world is already here in many other industries, and its arrival in public services is inevitable.
· For business leaders, this means the opportunity for better, more joined-up services, less duplication, and staff empowered with the information they need.
· For digital and IT leaders, it means moving from high-cost, high-risk legacy firefighting to building shared platforms for innovation, reuse, and resilience.

Together, local government and the NHS can finally achieve the long-promised single, trusted view of citizens and patients enabling joined-up, preventative, and people-centred services.

Now is the time to act. The next step is to come together through organisations like Socitm, working with central government and each other — to learn, share, and chart the path forward into this new world.
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